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 Density regulation infl uences population dynamics through its eff ects on demographic rates and consequently consti-
tutes a key mechanism explaining the response of organisms to environmental changes. Yet, it is diffi  cult to establish the 
exact form of density dependence from empirical data. Here, we developed an individual-based model to explore how 
resource limitation and behavioural processes determine the spatial structure of white stork  Ciconia ciconia  populations 
and regulate reproductive rates. We found that the form of density dependence diff ered considerably between landscapes 
with the same overall resource availability and between home range selection strategies, highlighting the importance of 
fi ne-scale resource distribution in interaction with behaviour. In accordance with theories of density dependence, breed-
ing output generally decreased with density but this eff ect was highly variable and strongly aff ected by optimal foraging 
strategy, resource detection probability and colonial behaviour. Moreover, our results uncovered an overlooked conse-
quence of density dependence by showing that high early nestling mortality in storks, assumed to be the outcome of harsh 
weather, may actually result from density dependent eff ects on food provision. Our fi ndings emphasize that accounting for 
interactive eff ects of individual behaviour and local environmental factors is crucial for understanding density-dependent 
processes within spatially structured populations. Enhanced understanding of the ways animal populations are regulated 
in general, and how habitat conditions and behaviour may dictate spatial population structure and demographic rates is 
critically needed for predicting the dynamics of populations, communities and ecosystems under changing environmental 
conditions.   

 Our natural world is rapidly changing, substantially impact-
ing individual organisms, populations, communities and 
ecosystems in complex ways. Predicting species response to 
environmental change has consequently become a promi-
nent issue in modern ecology and modelling has become a 
key tool for making quantitative predictions regarding the 
fate of populations and communities under diff erent envi-
ronmental scenarios (Nathan et   al. 2011, Zurell et   al. 2012, 
Jeltsch et   al. 2013). Understanding population regulation is 
crucial for predicting its dynamics (Sinclair 2003, Benton 
2012) and consequently its functioning within communi-
ties and ecosystems. Density regulation is a negative feed-
back mechanism that leads to decreases in key demographic 
rates like survival, recruitment and reproduction as density 
increases. Due to the ongoing rapid global climate changes 
and increased habitat fragmentation, there is currently a 
pressing need to improve understanding of density eff ects 

and incorporate these into predictions of population dynamics 
(Best et   al. 2007). 

 Th ough populations may be limited by top – down 
processes such as predation or by factors such as disturbances, 
the most basic mechanisms behind population regulation in 
animals are bottom – up and relate to resource availability 
and competitive behavioural mechanisms (Newton 1998, 
Sinclair 2003, Benton 2012), for example through depletion 
of resources or through interference (from simple disturbance 
of prey to fi ghting and food-robbing). In heterogeneous 
landscapes, the distribution of resources and other limiting 
factors determine habitat quality and thereby may infl u-
ence animal fi tness (survival and/or reproductive success). 
Density-regulating mechanisms acting within populations 
limit the maximum population size that can be sustained 
in a given environment, usually termed the carrying capa-
city. Both resource distribution and competitive behavioural 
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mechanisms may thus determine the structure of animal 
populations and their spatial distribution. Th ese factors are 
key to understanding density-dependence processes, regard-
less of animal size, surrounding environment and medium 
(sea, land, air), diet, territoriality, spatial distribution and 
locomotion capabilities. 

 Traditional models of population and community 
dynamics are often based on  ‘ mean fi eld ’  assumptions where 
demographic parameters are scaled by overall density, and 
encounters between individuals occur in proportion to abun-
dance (Morales et   al. 2010). While this assumption may be 
valid in homogenous environments or at very coarse scale, 
mean fi eld predictions are unlikely to accurately capture 
local dynamics in heterogeneous environments or to predict 
the consequences of future environmental conditions for 
which no data or contemporary analogues exist. A diff erent 
approach is taken by process-based models using  ‘ fi rst prin-
ciples ’  that portray how life history traits, ecophysiological 
and behavioural mechanisms and constraints interact with 
the animal ’ s changing environment. Here, focus is naturally 
on the individual level since individual organisms constitute 
the key element of ecological systems, and system-level prop-
erties such as population dynamics and demographic rates 
arise from behaviour of individuals and interactions between 
them (Grimm and Railsback 2005, Evans et   al. 2012). 
Individual-based models (IBMs) allow not only the simu-
lation of individual behaviour but also modelling diff erent 
constraints on their abilities (e.g. their sensory and motion 
capacities). Moreover, IBMs simulate decision-making pro-
cesses in which individuals aim to optimize their fi tness (e.g. 
survival or number of off spring) by adjusting their behaviour 
to match their internal state and the environment within 
which they live (Nathan et   al. 2008). 

 So far, not many studies have explicitly modelled how 
behavioural mechanisms and spatial resource use link 
to population dynamics in a bottom – up way (Morales 
et   al. 2010). In recent years, several studies used spatially 
explicit, individual-based models to simulate home ranges 
resulting from individual movement and behaviour, and 
from the interactions between individuals (Mitchell and 
Powell 2004, 2012, Moorcroft et   al. 2006, Buchmann 
et   al. 2011, Nabe-Nielsen et   al. 2013). Th ese models 
aim to make spatially explicit predictions of individual ’ s 
space-use by modelling animal movement, for example 
correlated random walks (Moorcroft et   al. 2006), and 
resource consumption (Mitchell and Powell 2004, 2012, 
Buchmann et   al. 2011, 2012, Nabe-Nielsen et   al. 2013). 
A few models explicitly linked movement and space-use 
to population dynamics. Using an individual-based model 
of the Iberian lynx  Lynx pardinus , Revilla and Wiegand 
(2008) showed that movement behaviour and sur-
vival interact dynamically and have profound eff ects on 
local population and metapopulation dynamics. On a 
local scale, Johst et   al. (2001) developed an individual-
based model to study patch choice of foraging white storks 
 Ciconia ciconia  and the impact of diff erent land use pat-
terns on food supply and post-hatching breeding success. 
Wang and Grimm (2007) studied density dependence of 
home range dynamics in common shrews  Sorex araneus  
by systematically varying the initial population densities. 
Th ey showed that dynamic space-use in animals can have 

strong eff ects on population regulation and should thus be 
included in realistic population models. 

 To derive and predict the exact form of density-
dependence in demographic rates one needs to know the 
carrying capacity. Mitchell and Powell (2004) hypothesised 
that if a minimum resource threshold must be met to allow 
the establishment of a home range, then resource depression 
by single individuals ultimately sets a limit to the number 
of viable home ranges a landscape can support. Th us, 
carrying capacity is reached if the landscape becomes unable 
to support any additional home ranges that meet the mini-
mum resource requirement. Mitchell and Powell (2012) 
followed this incentive to estimate the carrying capacity 
for black bears. Hayes et   al. (2007) and Buchmann et   al. 
(2011, 2012) provide examples for drift-feeding salmonids 
and for entire animal communities, respectively. Hitherto, 
no study stressed beyond predicting spatial structuring of 
populations (or communities) and carrying capacity and 
studied how density dependence in demographic rates 
emerges from spatial resource use of individuals in hetero-
geneous landscapes. Although many studies model density 
dependence emergent from competition over resources, 
most of these focus on temporal dynamics in resource 
availability (Benton 2012, Johst et   al. 2013) rather than 
on the eff ects of spatial resource heterogeneity on density 
dependent population dynamics. 

 Our objectives in this study were, thus, to predict a) 
the spatial population structure in heterogeneous land-
scapes as a function of resource availability and ecophysi-
ological and behavioural constraints, b) the maximum 
carrying capacity of landscapes, and c) emergent densi-
ty-dependent population dynamics using an individual-
based model. Mitchell and Powell (2004) hypothesised 
that animals try to optimise resource acquisition within 
their home range through selection of resource patches, 
analogous to optimal foraging theory (Stephens and Krebs 
1986). Fretwell and Lucas (1970) proposed the concept of 
ideal free distributions which assumed that habitats in a 
landscape vary in quality or suitability and that suitability 
declines with increasing population density. Th us, 
individuals sequentially fi ll available habitat starting with 
the best patches (Newton 1998). Following these concepts, 
we designed the model so that the landscape is sequen-
tially fi lled by individuals that choose the optimal home 
range given the available resources constrained by their 
ecophysiological (e.g. resource requirements) and behav-
ioural properties (e.g. home range selection strategy) until 
carrying capacity is reached. As the landscape is fi lled up 
by individual home ranges, resource distribution changes 
through resource depression. After estimating the carrying 
capacity of a landscape, the density level can be controlled 
in the model by setting the initial number of individuals 
to a pre-defi ned proportion below carrying capacity. Once 
the individuals have successfully established a home range 
and found a mate, they may reproduce and fulfi l their 
day-to-day energy demands through foraging. Th e model 
predicts density-dependence in reproductive success. 
Rearing young induces seasonal changes in the resource 
requirements within the home ranges, potentially lead-
ing to deaths of young and adult individuals within the 
population (Mitchell and Powell 2004). 
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 We constructed and parameterised the model for breed-
ing white storks  Ciconia ciconia  because there is a relative 
wealth of data from this species reported in previous studies 
(Johst et   al. 2001). Th e white stork is a charismatic species of 
general conservation concern in Europe that has often been 
used to illustrate aspects of population ecology based on rich 
long-term datasets of high quality (Tryjanowski et   al. 2009). 
Johst et   al. (2001) already developed a spatially explicit, 
individual based foraging model for white storks on which 
we built our study. However, Johst et   al. (2001) only sim-
ulated a single white stork breeding pair and did not take 
into account the eff ects of intraspecifi c competition. We 
thus extend their physiology- and behaviour-based model to 
simulate entire populations with individuals interacting 
through competition for resources in a spatially explicit 
landscape. 

 In our model, home range selection and foraging patch 
selection are nested. Individuals aim to fulfi l their daily 
energy demands by optimising the selection of foraging 
patches within the home range. Home ranges are optimised 
by choosing the central home range cell best suited to 
support daily, central-place foraging. Here, we test two 
alternative, nested, strategies for optimal foraging and opti-
mal home range selection and their eff ects on spatial popu-
lation structure, carrying capacity and density-dependent 
reproductive success. Animals forage among patches within 
their home range according either to a time-minimising 
strategy where individuals seek to maximise their net energy 
intake per time, or according to an energy-maximising 
strategy where they simply seek to maximise energy intake 
(Stephens and Krebs 1986). For both strategies, individu-
als need to acquire enough resources to fulfi l their daily 
energy requirements, and are limited by energy and time 
costs for fl ight and foraging. Individuals that forage accord-
ing to a time-minimising strategy, also use an equivalent 
strategy for home range optimisation, an area-minimising 
strategy, meaning that they choose that cell as central home 
range cell that allows the highest net energy intake per time 
(the highest energy rate). Similarly, individuals foraging 
according to an energy-maximising strategy will choose as 
central nest site that cell which allows highest net energy 
gain in absolute energy units, which is called the resource-
maximising home range strategy (cf. Mitchell and Powell 
2004). For either strategy, a central nest site can only be 
established if individuals are able to fulfi l their daily energy 
demands by foraging trips that means if the home range 
satisfi es a resource threshold which is the sum of metabolic, 
foraging and fl ight costs. We hypothesise that home ranges 
in heterogeneous landscapes should be larger when individu-
als use the resource-maximising home range strategy because 
they do not trade off  energy gain against time costs but will 
fl y to more distant cells with higher time and fl ight costs if 
those cells provide higher net resource levels. Larger home 
ranges should lead to lower carrying capacities. 

 Coloniality has been observed in storks (Vergara and 
Aguirre 2006) and other birds, and we thus test the eff ect of 
colonisation behaviour on population dynamics and density 
dependence. Actively forming local nest aggregations may 
lead to deviations from an ideal free distribution because 
individuals will not necessarily fi ll the habitat sequentially 
but will prefer a nest site with suffi  cient resources within an 

existing colony over the most optimal nest site. Th is may 
prevent optimal exploitation of resources which should lead 
to lower carrying capacity. Th e spatial distribution of home 
ranges should be strongly aff ected by the spatial distribution 
of resources and, thus, the degree of fragmentation in the 
landscape. We hypothesise that higher resource clumping 
will lead to more overlap in home ranges while nest sites 
will be more evenly distributed in highly fragmented 
landscapes. However, because individuals sequentially fi ll 
habitats according to or close to an ideal free distribution, 
the form of density dependence in reproductive rates should 
not be infl uenced by spatial population structure and, thus, 
by landscape fragmentation. 

 We will run all comparisons in theoretical, fractal 
landscapes. However, to evaluate whether the tested home 
range strategies can reproduce observed relationships between 
breeding success and density, we will compare model predic-
tions of reproductive success and corresponding breeding 
pair numbers across diff erent density levels against long-
term monitoring data of white stork breeding populations in 
Eastern Germany (Eggers et   al. unpubl.).  

 Methods  

 Study organism 

 Th e white stork is a large, soaring avian migrant with 
conspicuous roosts and nest sites, mostly in human envi-
ronments. In central Europe, white storks arrive from the 
wintering grounds around March to April and start breed-
ing shortly thereafter. White storks are semi-altricial birds 
and nestlings stay in the nest and are fed by their parents 
until 60 – 70 days of age (Jovani and Tella 2004). A female 
can lay up to 6 eggs but on average clutch sizes are approxi-
mately 3 – 4 eggs (Kosicki 2010). Both parents share breeding 
and parental care. White storks are opportunistic foragers 
and generalists and forage on both vertebrates and inverte-
brates. Th ey forage diurnally and solitary but, in their central 
European breeding range, may be seen in small groups of 
10 individuals or more if prey is abundant. Fights for food 
resources are uncommon.   

 Basic model description 

 Th e model description follows the ODD (overview, design 
concepts and details) protocol for describing individual-
based models (Grimm et   al. 2006, 2010). Th e entire model 
was implemented in C !  !  and its code is available in the 
expanded online edition.   

 Purpose 

 Th e purpose of the model is to predict the spatial structure 
and breeding success of white stork populations in hetero-
geneous landscapes by explicitly simulating foraging behav-
iour and home range formation of competing individuals. 
Because resource depletion is modelled explicitly, the model 
can predict the maximum carrying capacity of white stork 
breeding populations in diff erent landscapes, and density-
dependent breeding success by inducing fi xed stork density 
levels below carrying capacity.   
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 Entities, state variables and scale 

 Th e biological entities of the model are individual white 
storks that are characterised by the following state variables: 
energy levels (required energy per day, consumed energy), 
pairing status (partner or no partner), identity of the partner, 
reproductive state (breeding or non-breeding), the number 
of dependent nestlings, the age-related energy levels of their 
nestlings (required and consumed energy), and the coordi-
nates of the nest site. Th e spatial entities of the model are 
square cells of a landscape grid that are characterised by 
the maximum daily resource level and the actual, depleted 
resource level. Th e model landscape is a square grid of 
variable size (33    "    33 cells in the standard simulations) with 
0.5 km resolution. Edge eff ects are avoided by assuming 
cyclic boundary conditions, so that individuals leaving the 
grid at one edge reappear on the opposite edge. Th at way, 
we mimic continuous space use where individuals may also 
forage outside the study area and where individuals from 
outside may also exploit resources within the study area. Th e 
temporal resolution is one day; hence energy demands of 
white storks and energy acquisition are compared on a daily 
basis. Likewise, resource levels of each cell are renewed on a 
daily basis, under the simplifi ed assumption that overall prey 
abundance and accessibility are constant throughout the sea-
son. Resource depletion (reduction of a cell ’ s actual resource 
level during one day) can be interpreted as reduced detection 
probability of the prey due to repeated scaring by the forag-
ers. Foraging is simulated in shorter time steps (minutes). 
After home range establishment, simulations are run for 
60 days corresponding to the time period that nestlings are 
fed in the nest (Jovani and Tella 2004).   

 Process overview and scheduling 

 Th e core part of our model is a foraging module simulat-
ing single foraging trips of individual white storks that 
was introduced by Johst et   al. (2001). Generally, individu-
als make several foraging trips per day to satisfy their daily 
energy requirements and those of the nestlings. White storks 
are typical central-place foragers and are only active during 
daytime, using 18 h day #1  for foraging in central European 
summer. In breeding storks caring for a brood, a single forag-
ing trip may last up to 2 h after which they return to the nest 
for feeding (Johst et   al. 2001). Th ere are time costs for the 
fl ight depending on the distance between the nest and the 
foraging patch. Th e energy intake is determined by the qual-
ity of the patch and the time used for foraging discounted 
for the travel costs. During foraging, the actual resource level 
of the cell is reduced by the amount of energy taken by the 
storks foraging in each cell. Th us, after each foraging trip of 
an individual the actual resource landscape will look diff er-
ent within one simulation day. Storks can repeatedly forage 
in a cell during one day until all the resources are depleted. 

 Entire model runs are characterised by two distinct 
phases: 1) home range selection and incubation, and 2) a 
post-hatching, nestling rearing phase (Fig. 1). 

 For each stork entering the simulation, all grid cells are 
tested as potential central nest sites. For each of the potential 
nest sites, a typical foraging day of the focal stork is simu-
lated during which it makes several foraging trips to fulfi l its 
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  Figure 1.     Flowchart of individual-based stork model. (HR: home 
range).  

energy demands. Th ese include metabolic energy demands 
and pre-hatching extra energy costs for nest building, egg 
producing and laying, and incubation (Djerdali et   al. 2008). 
Th e stork is then assigned to the optimal nest site given avail-
able resources, whereby optimisation criteria depend on the 
chosen home range selection strategy. We thus assume that 
potential nest sites (e.g. rooftops, chimneys and electricity 
pylons) are available anywhere in the landscape. Th en, forag-
ing from the chosen nest site is repeated and the resources 
in the foraging patches are depleted according to stork food 
intake. Th us, the resource landscape perceived by any new 
stork entered into the simulation will look diff erent. Th e 
sex of new storks is chosen randomly, and new storks will 
fi rst look for a potential (unpaired) partner already occupy-
ing a nest site. A breeding pair is formed if a partner of the 
opposite sex is found, and only breeding pairs lay eggs in the 
pre-hatching phase and raise nestlings in the post-hatching 
phase. 

 During the post-hatching phase, the model is run for 60 
days during which the nestlings are fed by the parents. Each 
day the adults undertake several foraging trips to provide 
food for the young and for themselves (for resting metabo-
lism, fl ight and foraging). Th ereby, the order in which storks 
forage is chosen randomly for each day. At the end of each 
day, the sum of the energy intake of the adults is compared 
to the energy requirements of the adults and the (growing) 
nestlings. If the energy demands exceed the energy supply, 
the number of nestlings is reduced to simulate starvation 
and/or infanticide (Tortosa and Redondo 1992). If pairs 
without nestlings, including pairs that have lost their nest-
lings, cannot fulfi l their daily energy demands, they will split 
up and eventually disperse (Fig. 1), although both adults and 
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nestlings have a tolerance rate against starvation (Supple-
mentary material Appendix 1 Table A1). Due to insuffi  cient 
self-thermoregulation, nestlings are brooded during the fi rst 
20 days after hatching (Jovani and Tella 2004), meaning that 
one adult always remains at the nest and thus the available 
foraging time per adult per day is halved.   

 Design concepts  

 Emergence 
 Th e spatial distribution of nest sites (home ranges) and the 
pairs ’  reproductive success emerge from the model. Th e 
location of the nest sites is driven by home range optimisa-
tion. Reproductive success is determined by the amount of 
available food which depends on population density and indi-
vidual foraging behaviour. Maximum travelling distances to 
optimal foraging patches and, thus, home range sizes emerge 
from the model and depend on time and fl ight costs and 
available resources. Initial clutch sizes, energy requirements 
of the nestlings and the adults as well as movement capacity 
and costs are represented by empirical rules and parameters 
(Supplementary material Appendix 1 Table A1).   

 Adaptive behaviour and objectives 
 Individuals show adaptive behaviour (decision making) when 
foraging and when selecting the optimal central home range 
cell. Th eir objectives are defi ned by their home range selection 
strategy and their foraging strategy which are nested. Either 
storks forage according to a time-minimising principle and 
select home ranges according to an area-minimising strategy, 
or they forage according to an energy-maximising principle 
and select home range according to a resource-maximising 
strategy. Because it is not known how closely storks forage 
to an optimal solution, we assume a proportion of ran-
dom patch selection of 25% which can be interpreted as the 
maximum error rate in decision making (cf. Johst et   al. 2001). 
Random patch selection is defi ned by empirical parameters and 
means that suitable foraging patches within the home range are 
chosen randomly with the constraint that storks preferentially 
select nearby patches (defi ned as 2.5 km from the nest site; 
Johst et   al. 2001) with an empirical probability of 72% and 
that randomly chosen patches are no farther than 5 km from 
the nest (Supplementary material Appendix 1 Table A1).   

 Prediction and sensing 
 Within home range selection, the individuals explicitly 
calculate the potential energy gain and associated movement 
costs for each potential nest site. During foraging, individu-
als explicitly calculate the expected energy gain discounted 
for movement and time costs for each cell within the home 
range. To do so, individuals sense the amount of food avail-
able in the grid cells.   

 Interaction 
 Individuals interact indirectly through the depletion of 
resources on a daily basis. We focus here only on intraspe-
cifi c competition for food resources, assuming, for simplic-
ity, that intraspecifi c competition for other resources and 
inter-specifi c interactions have negligible eff ects on the avail-
ability of food resources, mortality rates and breeding success 
of white storks.   

 Stochasticity 
 Stochasticity is included in our model by several means. 
Th e sex ratio and the proportion of random patch selection 
are probabilistic and compared against a random number 
drawn from a uniform distribution. With random patch 
selection, available foraging patches are chosen randomly 
whereby the proportion of nearby versus distant patches is 
again probabilistic.   

 Observation 
 From the model, we observed all nest locations, the total 
number of individuals and pairs in each cell, and the number 
of nestlings for each nest. In principal, the model also allows 
observing the entire movement paths of each individual but 
these aspects were beyond the scope of our study.    

 Initialisation 

 Th e simulations start with home range formation and are 
initialized with one stork. Th en, more storks with randomly 
chosen sex are added until 1) carrying capacity  K  is reached 
or until 2) a pre-defi ned number of individuals  N  inhabit the 
landscape. In 1),  K  is reached when resources are depleted to 
an extent that new individuals entered into the simulation 
are not able to fi nd a home range with enough resources 
to support their daily energy requirements. In 2), various 
levels of intraspecifi c competition are simulated by fi rst let-
ting the model run until carrying capacity to determine  K  
and then running simulations with fi xed maximum numbers 
of individuals according to  N/K  ratios of 0.9 to 0.1 (in 0.1 
decrements), respectively. After home range formation is 
completed, the post-hatching, nestling rearing, phase is ini-
tialized with four nestlings per breeding pair (Kosicki 2010).   

 Input 

 Th e amount of resources in the landscape is the only envi-
ronmental condition currently considered in the model. 
Th is requires a landscape grid characterized by an index of 
resource productivity. Weather conditions are currently not 
considered as the literature provides no quantitative or direct 
physiological information regarding how incubation and 
nestling or adult survival are aff ected by weather (Jovani and 
Tella 2004). For the resource landscape, neutral landscapes 
were generated using the well-established midpoint displace-
ment algorithm (Saupe 1988). Th is fractal algorithm creates 
a three-dimensional surface, a topographical map, character-
ized by two parameters, the Hurst-factor  H  controlling the 
degree of spatial autocorrelation (habitat clumping) and the 
variance  σ  2  in the displacement of points (With 1997). A 
proportion  p  of the lowest  z -values was set to zero (unsuit-
able patches);  z -values of the remaining, suitable patches were 
rescaled to range between zero and one in order to describe 
the relative resource productivity of the landscape, with one 
being the most productive landscape. Average resource pro-
ductivity across the suitable patches was set to 40 units for 
all landscapes to ensure comparability. Th us, each landscape 
allowed a maximum energy intake rate of 53 200 kJ h #1  (per 
33    "    33 cells). Default process and landscape parameters 
are given in Supplementary material Appendix 1 Table A1. 
Foraging parameters were taken from Johst et   al. (2001) and 
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 Results  

 Carrying capacity and spatial population structure 

 Th e predicted mean breeding densities for the diff erent 
home range selection strategies in default and replicate land-
scapes range from 5 to 10 breeding pairs per 100 km 2  and 
correspond to mean densities reported for central Europe in 
moderately farmed to low populated areas (Kosicki 2010; 
for Tables of simulation results see Supplementary material 
Appendix 2 Tables A2 – A5). Th ereby, mean breeding den-
sities for populations following an area-minimising home 
range strategy were generally higher than those for the 
resource-maximising strategy. Th e predicted spatial popula-
tion structure was highly variable between diff erent behav-
ioural scenarios (cf. Supplementary material Appendix 2 
Table A4). As could be expected, pronounced diff erences in 
spatial structuring were found between populations form-
ing local nest aggregations and populations without local 
aggregating. Local nest aggregation led to much higher local 
breeding pair numbers while the breeding pairs were more 
evenly spread across the landscape and more cells were occu-
pied with nests in scenarios without local nest aggregations 
(Fig. 2a – b, Supplementary material Appendix 2 Fig. A1a – b, 
Table A4). Also, the local mean fl edgling numbers were 
higher in scenarios without local nest aggregations (Fig. 2c – d, 
Supplementary material Appendix 2 Fig. A1c – d). Neverthe-
less, mean breeding pair numbers and mean fl edgling num-
bers for the entire landscape were only slightly higher for 
scenarios without local aggregating with maximum diff erences 
of 0.21 mean breeding pairs per 100 km 2  (Supplementary 
material Appendix 2 Table A2). Generally, more central 
nest sites in terms of position within the resource land-
scape produced more fl edglings in area-minimising home 
ranges (Fig. 2c) while this could not be found for resource-
maximising home ranges (Fig. 2d). For the latter strategy, 
much more cells were occupied with nest sites (Supplemen-
tary material Appendix 2 Table A4). Although fl edgling num-
bers per pair in resource-maximised home ranges were higher 
than for the area-minimising strategy (1.46 compared to 1.36; 
Supplementary material Appendix 2 Table A2), absolute fl edg-
ling numbers were lower due to higher nest failures (25 fl edg-
lings compared to 36; Supplementary material Appendix 2 
Table A2). High fragmentation led to more evenly dispersed 
nest sites within the resource landscapes and, consequently, 
more cells were occupied by nest sites though this eff ect was 
much weaker than diff erences due to diff erent home range strat-
egies (Supplementary material Appendix 2 Tables A4 – A5).   

 Reproductive success and nestling mortality 

 On average, at carrying capacity the breeding pairs produced 
1.36 – 1.47 fl edglings from an initial number of four nestlings 
meaning that, due to resource limitations, only 34 – 37% of 
the hatched nestlings fl edged. Empirical (Jovani and Tella 
2004) and theoretical (Johst et   al. 2001) studies suggested 
that the highest nestling mortality occurs within the fi rst 20 
days of life. In our simulations, nestling mortality within 
the fi rst 20 days of life averaged 85 – 93% of all nestling 
deaths during the entire 60 days nestling-rearing phase for 
the area-minimising home range strategy and 91 – 97% for 

updated by GPS data of nine free ranging storks obtained 
during the 2011 breeding season. Detailed descriptions 
of the processes, submodels, and data are provided in 
Supplementary material Appendix 1.   

 Simulations and sensitivity analysis 

 We ran a number of simulations to test the eff ects of 
behavioural strategies and landscape fragmentation, and a 
local sensitivity analysis to assess the robustness of the model 
predictions against changes in parameter values. Because the 
model includes stochasticity, for each model confi guration 
we ran 100 simulations to obtain the distribution of model 
outputs from which the variation due to stochasticity was 
estimated. 

 Foremost, an area-minimising strategy of home range 
selection and a resource-maximising strategy were com-
pared. In addition, we tested the eff ect of actively forming 
local nest aggregations (Vergara and Aguirre 2006). Under 
this scenario, new storks entered into the simulation started 
home range search in already colonised cells and only 
extended their search to un-colonised cells if resources in 
colonised areas were depleted below their demands. Th is was 
compared to scenarios without attraction to local nest aggre-
gations where storks were free to choose the best available 
nest site from all cells. Furthermore, we compared model 
predictions for landscapes with diff erent degrees of fragmen-
tation. To this end, we simulated fractal landscapes with 
varying Hurst factors  H  that controls spatial autocorrela-
tion with higher  H  corresponding to greater habitat clump-
ing. We tested  H    $     0.1/0.3/0.5/0.9 (default landscape with 
 H    $     0.7, Supplementary material Appendix 1 Table A1). 
To check for stochasticity in landscape structure we created 
10 replicate fractal landscapes for each fragmentation degree 
generated with the same fractal parameters. 

 In the local sensitivity analysis, key parameters 
(Supplementary material Appendix 1 Table A1) were 
changed by    %    50% of their default values while keeping all 
other parameters constant. Th e scenario of storks follow-
ing an area-minimising home range strategy and actively 
forming local nest aggregations served as baseline for 
the sensitivity analysis. In the case of extra pre-hatching 
energy requirements, the default parameter was changed 
by    %    100% to check the impact of not accounting for 
energy costs of nest building, egg-laying and incubation. 
Also, nestling starvation tolerance rates were changed by 
   %    100% to check the impact of instant nestling starva-
tion on model results. Th e proportion of random patch 
selection (defaults to 25%) was also changed by    %    100% 
to check the diff erences in spatial population structure 
and mean reproductive success for extreme behaviours. 
Because the sex of simulated individuals is randomly 
allocated, Allee eff ects, resulting from unequal propor-
tions of females and males in the population (Allee 1931, 
Stephens et   al. 1999), are possible by chance. To control 
for Allee eff ects, we also ran scenarios with equal num-
bers of females and males entering the simulation in turn. 
Additional scenarios were run without brooding of the 
early nestlings to assess the consequences of raising young 
at weather conditions that do not incur thermoregulatory 
costs and without risk of predation.    
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  Figure 2.     Spatial population structure of white stork breeding populations in the default landscape. Left panels depict a stork population 
following an area-minimising home range strategy (A, C), right panels a stork population following a resource-maximising home range 
strategy (B, D). Storks do not actively form local nest aggregations. Grey shading indicate resource levels [kJ h #1 ]. Points in the upper 
panels show mean numbers of breeding pairs for n    $    100 simulations and points in the lower panels show mean number of fl edglings 
(nestlings having reached maturity) per breeding pair. Point size is proportional to the relative numbers, scaled for each row separately, and 
corresponds to a maximum of (A) 3.3 and (B) 1.13 mean breeding pairs, and to a maximum of (C) 1.64 and (D) 1.66 mean fl edglings per 
breeding pair.  

the resource-maximising home range strategy (Supplemen-
tary material Appendix 2 Table A2). In comparison, Jovani 
and Tella (2004) reported 91% of deaths within the fi rst 
20 days of life. Generally, early nestling mortality was lower 
for scenarios with lower brooding intensity (as adults had 
more time for foraging and feeding). Yet, the brooding strat-
egy did not change the overall post-hatching breeding suc-
cess at the end of the breeding season, but merely aff ected 
the onset of highest nestling mortality (Fig. 3). However, 
prolonged brooding beyond the fi rst 20 days of nestlings ’  life 
markedly reduced the expected number of fl edglings. Pre-
dicted mean breeding densities, mean fl edgling numbers and 
nestling survival rates at carrying capacity were very robust 
across replicate landscapes (Fig. 4, Supplementary material 
Appendix 2 Table A2).   

 Density dependence in reproductive success 

 Th e mean number of fl edglings increased under decreasing 
population density, although this eff ect was highly variable 
for diff erent home range selection strategies and across 
replicate landscapes, and not always as pronounced. For the 

resource-maximising home range strategy, maximum repro-
ductive success at low densities, and thus the steepness of the 
density dependence curve, was generally lower than for the 
area-minimising home range strategy (Fig. 4a – b). At 10% 
density, the number of fl edglings for storks following an area-
minimising strategy ranged 2.3 – 3.7 in replicate landscapes, 
and ranged only 1.4 – 2.5 fl edglings for storks following a 
resource-maximising home range strategy. Overall, for the 
default parameter settings where we assumed an error rate 
in detection of optimal foraging patches of 25% (expressed 
as proportion of random patch selection), fl edgling rates 
in replicate landscapes varied considerably at lower densi-
ties while being quite constant at high densities (Fig. 4a – b). 
We found this pronounced eff ect of landscape on density 
regulation across all degrees of fragmentation tested (Supple-
mentary material Appendix 2 Fig. A2). Generally, mean nest-
ling survival rates at low densities were higher when storks 
did not actively form local nest aggregations. However, a far 
greater eff ect was exerted by the proportion of random patch 
selection. When assuming perfect detection of optimal for-
aging patches, then much higher nestling survival rates could 
be observed for both home range strategies, especially at low 
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  Figure 3.     Development of mean number of nestlings per breeding 
pair during the nestling-rearing phase (from hatching to fl edging) 
in the default landscape for diff erent densities and for diff erent 
brooding durations. (A) depicts stork populations following an 
area-minimising home range strategy with local aggregations, (B) 
populations following a resource-maximising home range strategy 
with local aggregations.  
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  Figure 4.     Fledgling rates (mean proportion of nestlings surviving 
the breeding season) plotted as a function of density, for diff erent 
home range selection strategies and for 10 replicate landscapes 
(with default fractal parameters). Dashed lines indicate area-
minimising home range selection, grey solid lines resource-
maximising home range selection. Left panels (A, C) depict 
population forming local aggregations, right panels (B, D) popula-
tions without local aggregation. Top panels (A, B) show simulations 
run with default parameter settings with a proportion of random 
patch selection (error rate in detection of optimal foraging patch) 
of 25%. Lower panels (C, D) assume perfect detection of optimal 
foraging patches. For each replicate landscape we ran n    $    100 
replicate simulations.  

densities (Fig. 4c – d). In simulations without local nest aggre-
gation and with perfect detection ability, the form of density 
dependence in replicate landscapes converged to an inverse 
sigmoidal curve for the area-minimising home range strat-
egy while it was still highly variable for resource-maximising 
(Fig. 4d). As can be expected, landscapes that produced low 
fl edgling numbers at low density levels exhibited higher 
proportions of nest failures (% unsuccessful pairs). 

 Figure 5 compares predicted fl edgling numbers and 
fl edging rates against the number of breeding pairs in rep-
licate landscapes across all simulated density levels and 
corresponding long-term monitoring data from the state 
of Brandenburg in Germany (Eggers et   al. unpubl.). Both 
tested home range strategies show a linear relationship 
between fl edgling numbers and breeding pairs as was found 
empirically (Fig. 5a – c), but under-prediction of fl edgling 
numbers increases towards higher breeding pair numbers. 
For the area-minimising home range strategy, perfect detec-
tion of optimal foraging patches led to over-prediction of 
fl edgling numbers for lower breeding pair numbers. We 
observed a clear negative relationship between fl edging rates 
and breeding pair numbers in the simulation results (Fig. 5b, 
d). Th is trend was accompanied by a high degree of scatter 
due to variations in carrying capacity and form of density 
dependence across landscapes. Th e monitoring data exhibit 
a similar pattern for high fl edgling rates but also contain a 
positive trend between low fl edgling rates and the number 
of breeding pairs. Th is trend is not apparent in the mean 
simulation results (though rudimentary for extreme values, 
not shown). Quantitatively, the monitoring data showed a 
broader range of fl edgling rates and a higher mean absolute 
value of 2.61 fl edglings per breeding pair than most simula-
tions. Only scenarios assuming area-minimised home ranges 
with perfect detection of optimal foraging patches were able 
to adequately reproduce fl edgling rates for high breeding 
pair numbers but showed less scatter in fl edgling rates than 
empirical data and other simulation scenarios.   

 Sensitivity analysis 

 Sensitivity analysis indicated that in our model breeding 
density at carrying capacity was most sensitive to energetic 
constraints. Breeding density strongly increased with maxi-
mum energy intake rates and, correspondingly, decreased with 
increasing metabolic energy requirements. Both decreasing 
and increasing pre-hatching (nest building, egg producing and 
laying, and incubation) energy costs negatively aff ected breed-
ing density; the former through increased nest failure rates (% 
non-breeding pairs), and the latter because higher resource 
requirements led to lower colonisation rates. In general, popu-
lation trends under diff erent density levels were robust across 
wide parameter space. Th e sensitivity of fl edging success and 
early nestling mortality was the highest for the nestling toler-
ance rate against starvation and for the pre-hatching energy 
requirements. However, although high nestling tolerance rates 
against starvation led to higher fl edging rates, the absolute 
number of fl edglings decreased considerably due to higher 
nest failures. Variation in key model outputs through chang-
ing grid sizes were within the range of variation across repli-
cate landscapes. Mean demographic rates were highly robust 
against degree of landscape fragmentation.    
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in one year as a short-term fi tness proxy. We found, never-
theless, that irrespective of the absolute number of breeding 
pairs that a landscape can sustain, for populations at carry-
ing capacity, we can expect similar maximum fl edgling rates 
across landscapes. 

 Our results further support the theoretical prediction of a 
progressive increase in mean breeding performance as density 
and thus, interference decreases. Yet, our results also indicate 
that this eff ect is not always pronounced and that the form 
of density dependence is highly landscape specifi c and also 
strongly aff ected by behavioural properties (Fig. 3 – 4). In 
some cases, local resources were insuffi  cient or the exploita-
tion of local resources was ineffi  cient to support the energy 
demands of the growing nestlings, resulting in comparably 
low fl edgling numbers and increased nest failure rates even at 
low densities. Th is picture is consistent across diff erent land-
scape fragmentation scenarios and may be observed for both 
home range selection strategies tested here. Nevertheless, 
maximum reproductive success at low densities is generally 
lower for the recourse-maximising home range strategy than 
for area-minimisation because resource gain is not traded off  
against costs for fl ight and foraging. Setting an upper limit to 
the distance moved by storks following a resource-maximis-
ing strategy, may decrease diff erences in the forms of density 
dependence. 

 Th e form of density dependence seems very sensitive to 
errors made in detection of optimal foraging patches and 
to colonisation behaviour. Detection probability alters the 
form of density dependence in demographic rates but not 
equally for diff erent home range selection strategies. While 
perfect detection led to convergence of density-dependent 
nestling survival rates across landscapes for the area-
minimising home range strategy, the form of density-
dependent survival rates was still highly variable between 
landscapes for the resource-maximising strategy. Although 
perfect knowledge of the resource landscapes is often a 
key assumption of optimality models, it can reasonably 
be assumed that animals never forage optimally because 
of incomplete knowledge of the resource distributions in 
new or variable environments. When individuals enter 
an unknown environment they fi rst have to learn the key 
environmental parameters. However, because the environ-
ment may be highly variable, for example in the course of 
one season, or because of unexpected weather events or 
human forcing, animals may not be able to learn enough 
of their environment to allow optimal foraging (McNamara 
and Houston 1985). Our results imply that home range 
selection strategy, detection probabilities in optimal forag-
ing patches and fi ne-scale resource distribution in the land-
scape interactively aff ect the form of density dependence. 
Density-dependent demographic rates seem to be more 
sensitive to fi ne-scale resource variability for certain home 
range selection or optimal foraging strategies. To defi ne 
general rules, more home range selection and foraging 
behaviours need to be tested (e.g. cost minimisation and 
activity minimisation; Sih 1984) over a continuum from 
heterogeneous to homogeneous landscapes. 

 Colony-building has been observed in many bird species 
and was also reported for storks (Vergara and Aguirre 2006). 
Often, however, it is not clear whether this is an active behav-
iour or an emergent property. Our simulations indicate that 

 Discussion 

 Th e predictive model developed here allows exploring how 
spatial resource availability and individual behaviour interact 
to shape the spatial structuring of white stork populations 
and density-dependent population dynamics. We found 
that the form of density dependence in demographic rates 
diff ered strongly between landscapes and was strongly 
aff ected by home range selection strategies, colonisation 
behaviour and by errors in optimal foraging. As expected 
from theories of density-dependence, populations at carrying 
capacity exhibited similar reproductive success rates regard-
less of the absolute number of breeding pairs or their exact 
spatial structure. Spatial population structure was largely 
determined by behavioural mechanisms like the tendency to 
form local nest aggregations and the home range selection 
strategy. Overall, our model results highlight the interactive 
eff ects of landscape and behaviour on the spatial structuring 
of populations and in particular on the spatial structuring of 
demographic rates. For understanding species-specifi c popu-
lation dynamics, it is often more interesting how demography 
evolves, for example across the reproductive season. Here, 
our results suggest that high nestling mortality in storks soon 
after hatching, which is often assumed to be the outcome of 
harsh weather, may also result from density regulatory eff ects 
on food provision. In the following, we will discuss general 
implications for density dependence in demographic rates 
and population dynamics, and some specifi c implications for 
white stork population dynamics.  

 Carrying capacity and density dependence 

 Landscape carrying capacity was an emergent property 
of the model resulting from physiological and behavioural 
constraints. Th e exact spatial population structure was 
strongly aff ected by behavioural mechanisms, foremost by 
the home range selection strategy but also by colonisation 
behaviour, i.e. the tendency to actively form local nest aggre-
gations. As hypothesised, we found signifi cantly lower carry-
ing capacities for breeding pairs for the resource-maximising 
compared to the area-minimising home range strategy. Th is 
was mainly result of higher nest failure rates throughout the 
season rather than result of lower settling rates per se. Also, 
carrying capacity for populations actively forming local nest 
aggregations was lower than for populations freely choosing 
the best available nest sites, though only slightly. We found 
support for our hypothesis that breeding pairs should be 
more evenly spread across the landscape when fragmentation 
is high because home range overlap will decrease. As overall 
resource availability was the same for all fragmentation levels, 
the range of carrying capacities of landscapes across diff erent 
degrees of fragmentation did not signifi cantly diff er. 

 In accordance with theories of density dependence, 
overall nestling survival rates at carrying capacity were very 
robust across replicate landscapes and between home range 
strategies. If the birds forage in or close to an ideal free dis-
tribution manner, they should distribute themselves between 
diff erent habitats in proportion to the amount of resources 
available such that the fi tness of individuals in each habitat is 
equal (Fretwell and Lucas 1970, Parker 1978). Here, we did 
not look at life-time fi tness but only on reproductive success 
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capacity, high early nestling mortality can be expected 
irrespective of the quality of the landscape. 

 We did not explicitly include any weather eff ects in our 
model, but ran idealised scenarios with diff erent levels of 
brooding. Th ereby, at high densities brooding intensity only 
shifted the time of the highest nestling mortality while mean 
fl edging success at the end of the breeding season did not dif-
fer between the diff erent scenarios if the brooding period did 
not exceed 20 days after hatching. Prolonged brooding beyond 
this time span would result in reduced fl edging success for this 
season. Th us, there seems to be a strong tradeoff  between the 
duration of parental care and reproductive output. 

 We found that carrying capacities may vary between 
similar landscapes leading to some degree of scatter in repro-
ductive success against breeding pair numbers which we 
also found in long-term monitoring data (Fig. 5). However, 
the empirical fi ndings contain not only a negative trend, a 
density eff ect as our simulations imply, but also a positive 
trend between fl edging rates and the number of breeding 
pairs. Th is positive trend in fl edging rates was not captured 

local colonies may also arise if individuals are free to choose 
their nest sites depending solely on resource availability 
although this eff ect strongly depends on the home range selec-
tion strategy and was not apparent for resource-maximised 
home ranges. Apparently, active colonisation behaviour may 
lead to deviations from an ideal free distribution of nest sites 
in heterogeneous landscapes with strong eff ects on the form 
of density dependence in demographic rates. At high popula-
tion density, demography is rather insensitive to colonisation 
behaviour. At lower population density, however, the form of 
density dependence is highly landscape-specifi c if an ideal free 
distribution is not entirely met. Th us, demography is tightly 
linked not only to density and overall resource availability but 
is very sensitive to behavioural strategies, the degree to which 
resource exploitation is optimal, and to actual, fi ne-scale 
spatial resource distribution. Hence, assessing and predicting 
demographic rates and population dynamics requires tak-
ing into account interacting eff ects of individual behaviour 
and the environment (Johst et   al. 2001). In particular, the 
effi  ciency of individual foraging and the behavioural strate-
gies for optimal foraging and home range selection may have 
substantial consequences for overall population dynamics.   

 White stork population dynamics 

 Our modelling results also provide specifi c and new insights 
on white stork breeding ecology. It is known that white 
storks suff er from high early nestling mortality (Jovani and 
Tella 2004, Denac 2006). Th is has been commonly advo-
cated to insuffi  cient thermoregulatory capacity of nestlings 
below the age of 20 days making them vulnerable to stress-
ful conditions like cold and rainy weather (Jovani and Tella 
2004). Yet, also resource-related causes have been discussed. 
For example, Denac (2006) suggested that weather eff ects 
may be mediated by food resource abundance. In their 
simulation study, Johst et   al. (2001) showed that nestling 
mortality may also be related to food supply and, in par-
ticular, that the age at which nestlings die due to starva-
tion is determined by the time span of increasing energy 
requirements of the nestlings in relation to food supply. 
Th ey predicted that in low quality landscapes most nestlings 
will die before the age of 20 days and that this age of high 
nestling mortality should increase with increasing quality 
of the landscape. Our analyses point to density regulation 
in post-hatching breeding success as another complicating 
mechanism. While Johst et   al. (2001) only modelled a sin-
gle breeding pair, we simulated here populations at diff erent 
densities. Early nestling mortality rates were well within 
empirically observed ranges reported in the literature (Jovani 
and Tella 2004). Overall, our results suggest that high early 
nestling mortality may also solely result from density reg-
ulatory eff ects and not only from weather eff ects as often 
assumed. We do not claim that weather may not substantially 
aff ect white stork reproductive success, but rather emphasise 
that density dependent eff ects may play a more prominent 
role in shaping early nestling mortality than often assumed. 
In reality, weather and density dependence probably inter-
act to determine vital rates (S æ ther et   al. 2005, Boyce et   al. 
2006), and these processes may be of variable importance 
in diff erent years. Furthermore, in contrast to Johst et   al. 
(2001), our model predicts that in populations at carrying 

  Figure 5.     Th e number of fl edglings (A, C) and the number of 
fl edglings per breeding pair (B, D) plotted against number of breed-
ing pairs. Grey dots indicate long-term monitoring data of white 
stork breeding performance in Brandenburg (State)/Germany from 
1956 – 2009 (Eggers et   al. unpubl.; see Supplementary material 
Appendix 1 for detailed data description). Black symbols indicate 
simulation results. Top panels (A – B) show storks following an area-
minimising home range strategy without local nest aggregations, 
lower panels show storks following a resource-maximising home 
range strategy without local nest aggregations. Plus signs indicate 
default parameterisation with a proportion of random patch selec-
tion of 25%, triangles indicate perfect detection of optimal forag-
ing patches. Shown are the mean numbers within n    $    100 
simulations across replicate landscapes (with default fragmentation) 
and across density levels.  
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advances in tracking and monitoring technologies provide 
otherwise hard-to-get information on input variables and 
may facilitate mechanistic understanding, and also stipulate 
rigorous use of such process-based models to study popula-
tion dynamics (Nathan et   al. 2008). In this respect, theo-
retical studies as presented here are useful for aggregating 
current system knowledge and for elucidating information 
gaps, and may thus stimulate new analyses of existing data or 
even new fi eld studies and experiments (Jovani and Grimm 
2008, Zurell et   al. 2010). Overall, the presented modelling 
approach is valuable for both applied and theoretical ecol-
ogy as it helps to advance the understanding and prediction 
of the species ’  carrying capacities and demographic rates. 
Moreover, our approach is useful for studying population 
limitation in animals more generally, in particular how spa-
tial resource use drives density regulation. More thorough 
analyses are needed to defi ne general rules how behavioural 
strategies as well as spatial variability and temporal dynamics 
in resources interact to determine the form of density depen-
dence in demographic rates, and our modelling approach 
provides the means to do so.              
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are not calibrated, it still reproduced basic patterns that are 
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 Outlook 

 Overall, our model provides the grounds for mechanistically 
and dynamically estimating carrying capacities of landscapes 
as well as current density status of populations and for 
predicting density-dependent reproductive rates. Because 
population dynamics and demographic rates are not imposed 
by empirical parameters but emerge from individual behav-
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prediction over a wide range of environmental conditions. 
Although our model was specifi cally built for breeding white 
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model incorporates simple biological mechanisms related to 
individual resource use that are broadly applicable across life-
cycle stages and life history attributes. For instance, while 
here we explored density-dependent reproductive success, 
the model could also be used to study density regulatory 
eff ects at over-wintering sites or across the entire annual 
cycle of migratory species like the white stork. Due to its 
modular structure, the ecophysiological and decision-mak-
ing processes can easily be adjusted and refi ned to include, 
for example, physiological responses to weather, or diff er-
ent behavioural responses like competitive mechanisms or 
other foraging movement modes than central place forag-
ing (Buchmann et   al. 2012). By comparing model results to 
empirical data, for example through the  ‘ multiscope ’  view of 
inverse, pattern-oriented modelling (Grimm and Railsback 
2012), species-specifi c behavioural mechanisms such as the 
optimal foraging strategy may be better understood. Recent 
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